Microwaves used for the first time in the position control of a fusion machine

Jorge Santos  
(Project Principal Investigator)  
Associação EURATOM/IST  
Instituto de Plasmas e Fusão Nuclear  
Instituto Superior Técnico  
Universidade Técnica de Lisboa  
1049-001 Lisboa, Portugal  
Email: jsantos@ipfn.ist.utl.pt

L. Guimarães, M. Manso, and the IPFN Microwave Diagnostics Group  
Associação EURATOM/IST  
Instituto de Plasmas e Fusão Nuclear  
Instituto Superior Técnico  
Universidade Técnica de Lisboa  
1049-001 Lisboa, Portugal

M. Zilker, W. Treutterer, and the ASDEX Upgrade Team  
Max-Planck Institut für Plasmaphysik  
EURATOM Association  
D-85748 Garching, Germany

Abstract—With the present construction, in France, of the International Thermonuclear Experimental Reactor (ITER), nuclear fusion, one of the more promising solutions for the sustainable large scale production of energy, is one step closer of becoming a player in the future energy mix. In ITER and in future commercial fusion reactors, highly energetic nuclear fusion reactions will be produced when a deuterium and tritium (D-T) plasma is heated up to temperatures ten times higher than the Sun’s core temperature. The position control of this extremely hot column of plasma, inside the reactor’s fusion chamber, is one of the most critical issues in the operation of these power generating devices. So far, real-time feedback systems used magnetic measurements to determine and control the plasma position. However, during the reactor’s long pulse operation, the fast neutrons and radiation emitted by D-T plasmas may affect the magnetic sensors, likely leading to the accumulation of errors in the feedbacked measurements.

Microwave reflectometry, a radar technique for determining the radial distribution of the plasma density, was proposed to provide an alternative to the magnetic measurements used for position control. However, producing reliable measurements from waves propagating in a turbulent fusion plasma has proved to be a difficult and complex task that needed to be successfully tackled before being validated as an alternative for measuring the plasma position. Herein are described the developments required to integrate this radar-like technique in the control systems of a fusion machine. These developments led to the first demonstration of plasma position control made in a fusion device using an alternative to the usual feedback of magnetic measurements. This ITER relevant demonstration was performed in the second largest European machine, the ASDEX Upgrade tokamak, located in Garching, Germany.

I. INTRODUCTION

In the plasma fusion community microwave reflectometry is a well proven radar like technique used for producing different types of physics measurements. The turbulence characteristics of fixed electron density layers can be studied by continuously probing the plasma with waves of fixed frequency. By carefully selecting the incidence/reflection angles of such waves, and using the Doppler effect, the measurements of the poloidal velocity of the probed corrugated plasma surfaces can be used to calculate the plasma radial electric field. If the frequency of the incident probing waves is swept, the position of the density layers, at which the corresponding reflections occur, can be obtained from the measured waves’ group delay. This information can then be used to calculate a density profile along the reflectometer’s line of sight.

Of the mentioned techniques we will only address the latter and the developments required to turn the existing ASDEX Upgrade\(^1\) (AUG) FMCW reflectometry system [1] into a real-time diagnostic used for plasma position feedback control [2]. The demonstration of this novel control technique was considered most relevant for the ITER\(^2\) project, as the plasma position controllers are the systems that guarantee that the very hot fusion plasma does not touch and destroy the inner tokamak plasma facing components. For this reason, the European Fusion Development Agreement (EFDA) awarded priority support financing to the developments and the demonstration experiments herein described.

Today, the tokamak’s real-time (RT) feedback systems use magnetic measurements of the plasma boundary location to perform plasma position control. During the long pulse operation of future fusion devices, however, these measurements may be affected by drifting integrators or radiation induced voltages in the magnetic pickup coils. Therefore, to complement the magnetic data, a set of frequency modulated continuous wave (FMCW) plasma position reflectometers (PPR) is being designed for ITER. Operating in O-mode, these reflectometers will provide, at four defined locations (known as Gaps 3, 4, 5 and 6 - see Fig. 1), measurements of the edge density profile as well as the distance between the first wall and the separatrix\(^3\). The latter can be used to correct drifts in the magnetic measurements during ITER long pulses or to directly control the plasma, independently of the magnetics. The implementation of this new concept for control required

\(^1\)The ASDEX Upgrade tokamak, located in Garching, is Germany’s largest fusion device. See: www.ipp.mpg.de.

\(^2\)The International Tokamak Experimental Reactor (ITER) is the world’s largest Tokamak under construction in Cadarache France. In this future tokamak will be produced for the first time sustained reactor grade fusion plasmas. See http://www.iter.org

\(^3\)The separatrix is the last-closed magnetic flux surface (magenta line in the tokamak cut views of Fig. 1).
a practical validation on an ITER relevant fusion device. For this purpose, a full feedback control demonstration has been conducted for the first time at the AUG tokamak, using its O-mode reflectometers in a setup similar to ITER’s\(^4\). The reflectometry’s complex microwave signal analysis, used for many years to measure the density profile, was not sufficiently robust to produce automated measurements for control purposes. The recent upgrades introduced on the AUG reflectometry system together with a matured innovative data processing technique allowed for a successful position control demonstration, in ITER relevant plasma regimes. Brief overviews of the reflectometry measurement principle, developed real-time algorithms, experimental setup and finally of the resulting control performance will be presented in the following sections.

\(^4\)The AUG O-mode reflectometers are able to monitor the separatrix to wall gaps at two positions, i.e. \(R_{in}\) and \(R_{out}\), that are very similar to the gaps \(g_3\) and \(g_6\) to be monitored on ITER (see Fig. 1).

II. PROBING PLASMAS WITH MICROWAVE REFLECTOMETRY

Radio frequency (RF) techniques used to actively probe the plasma are at the basis of an important group of modern measurement diagnostics. Due to the low amplitudes of the used probing waves the perturbations introduced in the plasma are negligible. However, from the interaction between the propagating wave’s electromagnetic field and the magnetized plasma result changes in its amplitude, phase, polarization state and spectrum. All these measurable effects can be used for diagnostic purposes. In particular, the fact that the probing waves are reflected at specific cut-off density layers, allows the calculation of their location from the measurable wave round trip delay. This is the principle used to reconstruct the electron density profiles from which the location of the separatrix is to be estimated in real-time.
In X-mode, the wave is elliptically polarized in the plasma and has an electric field component in the propagation direction as well as one in a direction normal to it. In this case, with the plasma electron cyclotron frequency given by $f_{ce} = eB/(2\pi m_e)$, the refractive index becomes:

$$N_X = \left[1 - \left(\frac{f_{pe}}{f}\right)^2 \frac{f^2 - f_{pe}^2}{f^2 - \left(f_{pe}^2 - f_{ce}^2\right)}\right]^{1/2}$$  \hspace{1cm} (3)$$

As can be seen, only O-mode measurements are unaffected by the magnetic field being therefore independent from information originating in the magnetic diagnostics. This is the main reason for which stand-alone O-mode reflectometers were chosen to build a redundant plasma position controller capable of complementing or replacing the standard magnetic based controller.

In practice, a microwave reflectometer works like a radar: a wave with frequency $f$ is launched to the plasma, propagating through it as long as its density is smaller than the cut-off density $n_{co}(f)$. When reaching the cut-off layer, the refraction index becomes zero and the wave is reflected. The wave suffers a total phase shift on the round-trip which is equivalent to the time delay of a returning radar echo. The temporal variation of its phase, $\phi$, can result either from the variation of the probing frequency or of the optical path length $f_{co}^2\int_0^{x_{co}} N_O(f,x)dx$, between the antenna position, at $x = 0$, and the reflecting layer, at $x = x_{co}$, where $N_O(f,x)$ is the refraction index along the line of sight. Temporal changes of the phase are given by\(^6\):

$$\frac{\partial \phi}{\partial t} = \frac{4\pi}{c} \left(\frac{\partial f}{\partial t}\right) \int_{x=0}^{x_{co}} N_O(f,x)dx + \frac{4\pi}{c} f \frac{\partial}{\partial t} \int_{x=0}^{x_{co}} N_O(f,x)dx$$  \hspace{1cm} (4)$$

The position of the reflecting layer can be determined using the first term of the sum by simply sweeping the probing frequency and measuring $\partial \phi/\partial f$ or, equivalently, the corresponding probing waves group delay:

$$\tau_g = (2\pi)^{-1}(\partial \phi/\partial f)$$  \hspace{1cm} (5)$$

The second term in equation (4) describes phase changes introduced by variations of the optical path length that arise from temporal and spatial fluctuations of the plasma electron density.

Considering only the first term of (4), the position $x_{co}(f_{co})$ of the reflecting layer with cut-off frequency $f_{co}$ can be recovered analytically performing an Abel inversion [6]:
provided \( \tau_g(f) \) is known with sufficient accuracy to perform the integration.

**B. FMCW density profile measurements on ASDEX Upgrade**

The AUG broadband reflectometry diagnostic entered operation in the early 1990’s. The system was designed by the IPFN/IST Microwave Diagnostics Group (MDG) and is operated by the group in close collaboration with the hosting ASDEX Upgrade Team, of the Max-Planck-Institut fuer Plasmaphysik (IPP). In this experiment, two FMCW O-mode reflectometry systems [1] probe the plasma at the tokamak equatorial plane, from the high and low magnetic field sides\(^7\) (HFS and LFS, respectively) of the machine. The HFS reflectometers operate in the \( \approx 17 - 70 \) GHz frequency ranges (bands K, Ka, Q and V). In the LFS, this range is extended, up to \( \approx 100 \) GHz, with an additional reflectometer operating in the W band. In the LFS two additional channels operating in X-mode cover the \( \approx 35 - 70 \) GHz range (bands Q and V).

On its conception, the system was highly conditioned by the reduced space available inside the tokamak to route waveguides and place antennas behind the vessel heat shield\(^8\).

These constraints and the previous experience gained with the reflectometers built for the old ASDEX tokamak led to an optimized design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive). Such arrangement allows for a more compact design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive). This arrangement allows for a more compact design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive). Such arrangement allows for a more compact design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive). Such arrangement allows for a more compact design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive). Such arrangement allows for a more compact design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive). Such arrangement allows for a more compact design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive). Such arrangement allows for a more compact design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive). Such arrangement allows for a more compact design using focused hog-horn antennas (see Fig. 3) in a mono-static arrangement (a single antenna is used to emit and receive).

These coincide with the inner and outer sides of the tokamak vessel where the plasma is produced.

The heat shield is made of heat resistant tiles that protect the inner vessel walls and all the plasma facing components (See top left photo of Fig. 1).

Due to its design, the AUG reflectometry system is the only diagnostic in the world capable of directly probing the plasma from the machine HFS.

---

Footnotes:

\(^7\)These coincide with the inner and outer sides of the tokamak vessel where the plasma is produced.

\(^8\)The heat shield is made of heat resistant tiles that protect the inner vessel walls and all the plasma facing components (See top left photo of Fig. 1).
The signal $s_p(t)$ is partially reflected at the antenna pin to provide a reference signal that will add to the signal reflected in the plasma, $s_r(t)$

$$s_r(t) = a_r(t) \cos[\theta(t - \tau_g(t))] \tag{12}$$

where $\tau_g(t)$ is the delay of $s_r(t)$ regarding $s_p(t)$.

As mentioned before, the AUG reflectometer use a square-law mixer [7] as a signal detector. This type of mixer is directly used in eq. (6) to calculate the density profile.

The baseband component resulting from low-pass filtering the mixed signal is:

$$s_b(t) = s_{LF}(t) + A(t) \cos[\phi(t)] \tag{13}$$

where $s_{LF}(t) = (a_p(t)^2 + a_r(t)^2)/2$ (a DC/low frequency term) and $A(t) = a_p(t)a_r(t)$, both dependent on the amplitude envelopes of the probing and reflected waves. Even if the $s_{LF}(t)$ term is properly eliminated, $\phi(t)$ and $A(t)$ are still combined in the resulting beat signal. Therefore, the extraction task of evaluating the beat frequency (eq. 14). Therefore, the

The group delay, $\tau_g(t)$, required to perform the density profile inversion (eq. (6)), is calculated using the estimated beat frequency, $f_b(t)$, of the detected signal:

$$f_b(t) = \frac{1}{2\pi} \frac{\partial \phi}{\partial t} = F_1 \frac{\partial \tau_g}{\partial t} + k_{sw} \left( t \frac{\partial \tau_g}{\partial t} + \tau_g(t) \right) - k_{sw} \tau_g(t) \frac{\partial \tau_g}{\partial t} = f_p(t) \frac{\partial \tau_g}{\partial t} + k_{sw} \tau_g(t) \left( 1 - \frac{\partial \tau_g}{\partial t} \right) \tag{14}$$

which, for typical values of $f_p(t)$ and $\partial \tau_g/\partial t$, is reasonable to simplify to (in agreement with [9]):

$$f_b(t) \approx k_{sw} \tau_g(t) = \frac{df_p}{dt} \tau_g(t) \tag{15}$$

where $df_p/dt$ is the sweeping rate of the probing waves. Because the VCO is not swept linearly in frequency, a post linearization [10] procedure is required so that the resulting signal is equivalent to the one that would be obtained by sweeping linearly the same $\Delta F_p$ probing range in a $\Delta T$ sweeping period. The sweeping rate becomes a constant, $\partial f/\partial t = \Delta F_p/\Delta T$, hence:

$$f(t) = \frac{\Delta F_p}{\Delta T} t + F_1 \tag{16}$$

being $\Delta F_p = F_2 - F_1$ and $F_1$ and $F_2$ the two extreme probing frequencies of the swept range. Eq. (15) can then be re-written as:

$$\tau_g(t) = f_b(t) \left( \frac{\Delta F_p}{\Delta T} \right)^{-1} \tag{17}$$

and directly used in eq. (6) to calculate the density profile.

The correct estimation of the evolution of the beat frequency is one of the most critical points in the reconstruction of the reflectometry density profile. This is particularly true because plasma fluctuations affect the wave’s propagation (second term of eq. (4)), causing phase and amplitude modulations of the beat signal. To avoid these effects, the frequency sweep is performed on a time scale expected to be shorter than the time scale of the most significant motions of the cut-off layers. The spurious phase shifts induced by the plasma turbulence are then significantly reduced because the phase measurements are made on a quasistatic plasma.

**Beat frequency analysis**

The beat frequency, $f_b(t)$, is by definition the instantaneous frequency of the interference signal (eq. 14). Therefore, the task of evaluating $\tau_g(f)$ using eq. 17 becomes a classical frequency estimation problem applied to a non-stationary (reflectometry) signal [11].

Historically, the first approach to estimate the beat frequency of the interference signal was to perform manual fringe counting [6] in rudimentarily acquired swept signals. Electronic fringe counters were the natural successors [12] but with the availability of fast data acquisition systems these where replaced by similar software based techniques like zero-crossing counting or minima/maxima detection [13]. To overcome the weaknesses of such methods, these evolved into more sophisticated time-based techniques like the frequency discriminator [14] and the complex demodulation [15], [16]. However, the rich spectral content of the reflectometry signals, especially during more turbulent plasma regimes, motivated the use of time-frequency data analysis. These techniques resolve the spectral evolution in a time-frequency plane providing the needed insight to understand the signals that otherwise would be more or less “blindly” processed using heavy filtering dependent time-based methods. Some of the tested techniques were the spectrogram [17], [18], the maximum entropy method [17], [19] and wavelet [20] and Wigner-Ville [21], [22] family of transforms.

After experimenting with most of the above mentioned methods, a spectrogram based technique was selected to obtain the beat frequency. This simple yet powerful time-frequency distribution (TFD), lends itself to very optimized and performant implementations, a major advantage for a RT control application. The spectrogram, $\text{SPEC}_{h}(t,f)$, is no more than the squared magnitude of the Short-time Fourier Transform ($\text{STFT}_{h}(t,f)$):

$$\text{SPEC}_{h}(t,f) = |\text{STFT}_{h}(t,f)|^2 = \left| \int_{-\infty}^{+\infty} s(\tau) h^*(\tau - t) e^{-j2\pi ft} d\tau \right|^2 \tag{18}$$

In the discrete time domain, eq. (18) is calculated using the Fast Fourier Transform (FFT), an highly optimized algorithm to solve the discrete FT.
Before extracting the beat frequency from the spectrograms, the time-frequency data coming from the various microwave bands needs to be aggregated in a single multi-band TFD. As all of the bands are swept simultaneously, in the same amount of time, the corresponding frequency sweep rates, $\Delta F_P/\Delta T$, will be different. Furthermore, the physical characteristics of each individual reflectometer, such as the length of the internal microwave paths in vacuum from the pins up to the antennas mouths and the relative antenna positions in respect to the plasma, will also influence the actual beat frequency range produced by each reflectometer. For these reasons, the multi-band beat frequency information can only be aggregated in a common 2D representation in the group delay vs. probing frequency space, after all the relevant transformations and corrections have been factored in using:

$$\tau_g(t) = f_b(t) \left( \frac{\Delta F_P}{\Delta T} \right)^{-1} - \tau_{corr}$$ \hspace{1cm} (19)

where $\tau_{corr}$ are the referred propagation in vacuum corrections. Fig. 5 graphically depicts the steps involved in building the final multi-band spectrogram. The axis of the spectrograms in Fig 5.b, obtained from the interference signals of the various bands, in Fig. 5.a, are transformed using eq. (19) to obtain the equivalent TFDS in the $\tau_g$ space of Fig. 5.c. These, in turn, are cropped to a common $\tau_g$ range and combined in the single resampled TFD of Fig. 5.d.

**Extracting the beat frequency from the spectrogram**

For low levels of plasma fluctuation the interference signal is essentially a mono-component signal whose energy is concentrated around the beat frequency that corresponds to the distance between the antenna and the probed reflecting layer. As the fluctuation level increases, the interference signal suffers phase and amplitude modulations that scatter its energy over a wider frequency range, not necessarily centered in the main beat frequency component that would correspond to the underlying non-perturbed profile. In this case the signal becomes clearly multi-component and the concept of instantaneous frequency loses its meaning. Two simple approaches to extract the beat frequency from the spectrogram have been investigated. The first and most straightforward method consists in detecting the highest valued peak of the spectrogram, for each time slice:

$$f_b(t) = \arg \max_f SPEC_h(t, f)$$ \hspace{1cm} (20)

In the second method, the beat frequency is obtained by calculating the spectrogram’s first moment:

$$f_b(t) = \frac{\int f \cdot SPEC_h(t, f) df}{\int SPEC_h(t, f) df}$$ \hspace{1cm} (21)

Both approaches are efficiently implementable and do not require any special parameter adjustment. They are, therefore, ideal for an unsupervised application. However, in the presence of multi-component signals resulting from strong plasma perturbations, the first method might produce high valued spurious peaks whilst the second might integrate components of non negligible energy content into the beat frequency calculation. In the latter case, a severe bias in the estimation of $f_b$ might occur in the more perturbed probing ranges. When calculating the density profile such spikes or long lasting biases of $f_b$ can, in turn, result in a biased density profile reconstruction. To overcome such limitations, a shortest-path algorithm has been used to retrieve alternative $f_b$ evolution paths from the spectrogram, taking into account the less energetic frequency peaks in the more perturbed regions. This approach was implemented in ASDEX Upgrade, for the offline reflectometry data processing, using a Floyd-Warshall algorithm [23]. The technique allows the elimination of most of the spurious peaks of the $f_b$ curve but is very time and resource consuming, and in general requires the supervision of an operator to adapt the algorithm parameters to the plasma regime.

The results obtained with all of these techniques can be improved by averaging the spectrograms of bursts of closely taken measurements. This procedure enhances the spectral peaks that correspond to the underlying mean density profile.
If in the time window under consideration the plasma profile is such that the consecutive measurements exhibit a high correlation level, the background noise as well as the localized measurements’ phase modulations can be to some extent canceled or mitigated. The improvements obtained over single sweep group delay averaging, as well as the gained robustness to high turbulence levels, were verified using 2D FDTD full wave codes [24]. This procedure proved to be particularly effective when coupled to the simple maximum peak detection algorithm. It considerably reduces the amount of spurious \( f_b \) peaks therefore increasing the reliability of the corresponding inverted density profiles.

**Density profile calculation**

In O-mode propagation the lowest density layers corresponding to the frequency range \([0, \sim 17] \text{GHz}\) can not be probed. In this frequency range the wavelength of the probing waves becomes larger than the local density gradient scale length (the length of the reflecting density layer). In order to calculate the Abel inversion required to reconstruct the density profile, eq. (6), the group delay evolution that corresponds to this unprobed frequency range has to be guessed within rather loose boundaries. Bad extrapolations for these unmeasured values can easily produce large errors in the density profile reconstruction.

The inversion integral of eq. (6) can thus be decomposed in two sub-integrals:

\[
x_{co}(f_{co}) = \frac{c}{\pi} \int_{0}^{F_{po}} \frac{\tau_{g, ini}(f) f}{\sqrt{f^2 - f_{co}^2}} \, df + \\
+ \frac{c}{\pi} \int_{F_{po}}^{f_{co}} \frac{\tau_{g}(f) f}{\sqrt{f^2 - f_{co}^2}} \, df
\]

where \( F_{po} \) is the first probing frequency. The first term accounts for the contribution of the guessed group delay, \( \tau_{g, ini}(f) \), for \( f < F_{po} \). The second term accounts for the contribution of the measured group delay, obtained by probing the plasma with frequencies above \( F_{po} \approx 17 \text{GHz} \). The off-line profile calculation process often requires human intervention to introduce adjustments in the guessed \( \tau_{g, ini}(f) \) initialization and fine tune the filtering applied to the measured \( \tau_{g}(f) \). Furthermore, the Abel inversion requires an highly detailed \( \tau_{g}(f) \) input so that any spurious perturbations do not translate into severe accumulated radial reconstruction errors.

Because this higher detail is directly proportional to the amount of required time-frequency calculations, to maintain the overall number of computations at a level compatible with the control cycle, a novel approach based on the application of *machine learning* techniques was developed [25], [26]. By using a *feedforward multilayer neural network*\(^{10} \) to solve, in a single step, the \( \tau_{g, ini}(f) \) initialization and the profile inversion, it was possible to use a reduced number of input group delay values, even in the presence of relatively high plasma perturbations, and still achieve the accuracy required for profile reconstruction. This particular type of *neural networks* (NN) proved to be capable of calculating the non-linear regression that corresponds to the Abel inversion, in spite of the lack of the unprobed \( \tau_{g, ini}(f) \) data. Because the NNs were trained to produce a smooth mean profile, they inherently compensate the influence of measurement perturbations that would bias the traditional profile reconstruction procedure.

The adopted neural network topology uses one layer of hidden units and sigmoidal activation functions. Its input is a discrete set of measured group delay values extracted from the joint multi-band TFD (Fig. 5). The NN produces the output smooth profile in the form of a set of discrete radial positions that correspond to a fixed predefined set of densities.

Fig. 6 shows the adopted NN topology and an example of a profile reconstruction based on a simulated case. The red dots, on the lower plots, represent the NN input group delay data (left) and output profile (right). In blue, the simulated perturbed group delay measurement (from which the NN input vector was sampled), and the corresponding profile when inverted using the Abel integral. The black solid lines represent the simulated mean underlying profile (and corresponding group delay) that we wish to reproduce using the neural approach. As can be seen, in this example, inverting the detailed perturbed group delay measurement, using the Abel

---

\(^{10}\)The *universal approximation theorem for neural networks* [27] states that every continuous function that maps intervals of real numbers to some output interval of real numbers can be approximated arbitrarily closely by a single hidden layer NN, provided that a large enough number of units exist in the hidden layer. This result, however, holds only for restricted classes of activation functions such as the sigmoidal squashing functions.
integration, results in an undulating profile that exhibits a radial shift in relation to the original undisturbed profile. This shift would have been greater if the $\tau_{\text{g,ini}}(f)$ used to invert the profile was actually guessed and not the exact $\tau_{\text{g}}(f)$ values of the original simulated unperturbed curve. The NN, in this case, was able to produce a smoother profile that closely matches the underlying mean profile. This coarser profile representation, although not suited for detailed physics studies, is quite adequate for the plasma position control application.

The NNs learning phase, in which the popular backpropagation algorithm [28] was used, required an extensive dataset of perturbed group delay measurements and their respective target smooth density profiles. This database was built using profiles collected experimentally in relevant plasma discharges. For each of the original 12066 smooth experimental profiles were created 4 perturbed versions by adding density fluctuations generated with a physically motivated model. Five different datasets were created for five density perturbation amplitudes, ranging from 1% to 9% of the density found at the magnetic separatrix position ($n_{e,\text{SEP}}$). Realistic reflectometry raw data, corresponding to these perturbed profiles, was then generated using a 1D finite-difference time-domain (FDTD) Full-wave code [29]. The spectrogram and maximum peak detection algorithms were applied to the simulated reflectometry raw data to produce single and burst (groups of 4 correlated measurements) group delay measurements. The resulting database of simulated perturbed group delay data and corresponding target (original) smooth profiles was used not only to train (50% of the entries) and test (the remaining 50%) the neural networks but also to assess the comparative performance between this technique and the standard inversion procedure. The complete database includes 12066 smooth profiles, 241320 perturbed profiles, 241320 single sweep and 60330 burst group delay measurements, equally divided between the HFS and LFS.

The NN topology that produced the best results was found by scanning the number of used inputs (level of discretization of the input group delay measurement) and units in the hidden layer (Fig. 7.a). The chosen NN topology was then used to train NNs with the various perturbed datasets. Fig. 7.b shows the overall RMS errors obtained when reconstructing the entire perturbed test datasets using a NN with 24 inputs and 8 hidden units to produce a 10 point output profile, covering a $n_e = [0.5 – 2.75] \times 10^{19}$ m$^{-3}$ density range.

Fig. 8 shows an example of the the position error histograms, at three density layers (0.5, 1.5 and $2.75 \times 10^{19}$ m$^{-3}$), obtained by reconstructing the most perturbed test dataset (density fluctuations with an amplitude of 9% of $n_{e,\text{SEP}}$). As can be seen, the neural approach performance (blue histogram) compares well with the ideal situation where the profile is inverted using the exact $\tau_{\text{g,ini}}(f)$ that is not measured experimentally (red histogram). The standard off-line initialization procedure consists in approximating $\tau_{\text{g,ini}}(f)$ by a linear extrapolation between the $\tau_{\text{g}}(f)$ value equivalent to the position of the plasma limiting wall (also called limiter) and the first measured $\tau_{\text{g}}(f)$ value. This static initialization procedure produces highly biased error histograms (in green) and higher overall RMS errors.
III. Controlling the Plasma Position

The position control of the plasma column is made by monitoring the location of a few control points of the last closed flux surface, also known as the magnetic separatrix (green line on the right plot of Fig. 9). Based on the feedback of their locations, the position controller changes the configuration of the magnetic fields that trap the plasma inside the tokamak vessel. To be able to replace the magnetic diagnostic, reflectometry must accurately (within a 1 cm error bar) provide the controller with the same input information. However, because the separatrix results exclusively from the reconstruction of the magnetic flux distribution, no direct relation with the plasma electron density exists. Thus, a good estimation for the density just inside this flux surface is needed in order to track its approximate location from a reflectometry density profile. Fortunately, for any given tokamak and plasma regime there is an empirical scaling that relates the plasma line average density, $\bar{n}_e$, and the density at the separatrix, $n_{e,sep}$. In practice, the on-line estimation of the density at the separatrix is accomplished using a set of a priori known regime characteristic scaling factors and the core line integrated measurement produced by the RT interferometry system, equally non-dependent on the magnetic measurements one intends to replace. The described estimation procedure is schematically depicted in Fig. 9.

In ASDEX Upgrade, plasma position is controlled by a fast feedback loop operating in a $\approx 1$ ms control cycle [30], [31].

In this fast time scale, the position controller continuously monitors the radial, $R_{out}$, and vertical, $Z_I$, coordinates of the plasma column (see poloidal cut view on Fig. 9) to calculate the required corrective feedback actuation in the control coils. In order to accomplish a full feedback control demonstration, the reflectometry outer separatrix estimations, $R'_{out}$, obtained using the LFS RT density profiles, must satisfy the required accuracy, i.e. 1 cm, and be produced in 1 ms, a time scale 10x faster than the one required for the future ITER PPR.

Improving the reliability of the position estimate

The target plasma scenario (ITER reference scenario), in which this redundant control system should operate flawlessly, is a high plasma confinement regime known as the ELMy H-mode. This regime is characterized by the occurrence of cyclic outbursts of particles and energy called Edge Localized Modes (ELMs). During the short transient phase (ELM collapse) in which the density profile crashes, reflectometry measurements become useless (Fig. 10). Furthermore, during the recovery phase of the ELM, the scaling factor used to estimate the density at the separatrix loses its physical validity.

For these reasons it is important to have a high profile measurement rate (when compared to the ELM frequency) and a robust mechanism to automatically discard, from the position estimation procedure, density profiles measured during these phases. As on AUG no RT ELM event signaling is available, a new automatic measurement rejection mechanism had to be developed [32]. Based on Kalman filtering, the rejection method essentially implements a predictor-corrector type of estimator which is used to remove the affected measurements.
Fig. 10. $\alpha$ particle radiation, reaching the tokamak divertor plates, during an ELM event (top plot). Multi-band spectrograms ($\tau_g$ space) of the reflectometry signals: A - immediately before the ELM onset; B - during the ELM collapse phase.

Fig. 11. Kalman based rejection/filtering algorithm used to eliminate position estimates performed during strong ELM activity (larger spikes on the red curve, bottom plot) from the actual position signal fed to the plasma position controller (blue curve, bottom plot), from [32].

The method’s implementation also automatically generates confidence values associated with the position estimates fed to the position feedback controller.

**Diagnostic hardware upgrades**

To cope with the controller’s tight timing requirements, the existing AUG reflectometry diagnostic was upgraded with a custom built high-performance data acquisition and processing system (12 and Fig. 13). A dual quad-core (Xeon E5450@3 GHz) rack-mounted server was used to host both the data acquisition system and the experiment’s timing and synchronization device\(^1\) (uTDC). This compact system is sufficiently powerful to compute in real-time (RT) the density profiles and position estimates, whilst simultaneously performing all the data communication tasks with the AUG discharge control system (DCS). The system is connected to the DCS via a dedicated Gigabit Ethernet (UDP protocol), used only by the RT diagnostics involved in the control of the machine.

The more critical element in the diagnostic upgrade, however, was the data acquisition system (DAS), which must be capable of delivering the acquired data to the data-processing resources with very low latencies and in the shortest possible time. For this purpose, a custom PCIe 1.1 (x8) DAS was designed [34] to remove all possible hardware-related latencies from the RT measurement cycle. The 8-channel (12-b/105 MSPS) DAS uses a Xilinx Virtex-5 SX series FPGA capable of delivering the acquired data to the data-processing resources with very low latencies and in the shortest possible time.

\(^1\)This in-house (IPP) designed timing device guarantees the synchronization between the discharge control system and all the RT diagnostic nodes [33].
Fig. 13. Schematic diagram of the RT reflectometry diagnostic and plasma position control flow.

of sustaining DMA data burst transfers, between the local data acquisition buffering FIFO and the data processing server’s RAM, with a measured effective bandwidth of 1.272 GB/s. During the system’s benchmarking phase, this value only dropped below this mark on 0.2% of the cases (staying always above 908 MB/s) when one CPU (all 4 cores) was fully loaded running a system stress benchmark tool\textsuperscript{13}: the “Calibrator v0.9e” [35], [36] (Fig. 14.a). The DMA core in the FPGA was programmed so that the DMA transfer to the host’s RAM is started before the bursts of acquired data are completely available in the FPGA local FIFO buffer. In this way, in 99.8% of the times (loaded system), the transfer is completed just 1 \(\mu\)s after the last sample of a burst is acquired.

As the complete control cycle (1 ms) is relatively slow for modern RT systems, the operating system (OS) chosen to be installed in the server was a standard openSuse 11.2 (x86_64) distribution with a RT enabled 2.6.31.12-rt21 kernel (standard kernel with RT_PREEMPT patches applied). The choice of a RT enabled standard OS over a hard-RT commercial OS allowed for an easier integration on the existing AUG RT software infrastructure and for an higher development flexibility. The deterministic response of the system was, nevertheless, very satisfactory as the data in Fig. 14.b shows. In a loaded system, the user-space RT data processing (DP) task, running on segregated cores, could start calculating the density profiles, in 99.99% of the cases, < 40 \(\mu\)s after the end of the DMA transfer, when an IRQ based mechanism was used. By polling the device driver shared DMA data buffer, this delay dropped to < 10 \(\mu\)s (< 5 \(\mu\)s on an idle system). No latencies higher than 70 \(\mu\)s were ever registered, regardless of the DP task wake up mechanism employed. Adding these latencies to the time taken to acquire each burst of reflectometry data and transfer it (DMA) into RAM never surpassed the 210 \(\mu\)s bar, leaving ample time for the profile based separatrix position estimation and its delivery to the DCS (\(\approx\) 790 \(\mu\)s).

The high performance of the multi-core multiprocessor host directly contributed to limit the complexity programmed into the DAS embedded FPGA. All the data processing algorithms running in a RT task in user-space were implemented using optimized digital signal processing libraries and OpenMP parallel/multithreaded programming\textsuperscript{14}. Measured computation times of < 400 \(\mu\)s were obtained for the calculation of HFS and LFS RT profiles when using 4 segregated cores on the same CPU. Fig. 14.c shows how the multi-thread code performance scaled with the used number of cores (with hyper-threading disabled). The acquisition and data processing

\textsuperscript{13}This tool constantly provokes cache misses, saturating the access to the memory bus.

\textsuperscript{14}Using Intel C and C++ compilers and Intel IPP libraries.
threads were integrated in the standard AUG RT diagnostic software framework [37] that handles all the synchronization and RT communication with the DCS. In Fig. 15 are shown the LFS RT profiles produced in one of the demonstration discharges and information (box) corresponding to the amount of data and floating point operations involved in their calculation.

IV. THE FEEDBACK CONTROL DEMONSTRATION

At the end of AUG’s 2011 experimental campaign, the integration of the upgraded diagnostic in the AUG’s RT diagnostic network was completed and the connection to the DCS tested. On the discharges dedicated to the plasma position feedback control demonstration, the performance of the developed systems and RT algorithms was tested in both L15 and ELMy Hmode regimes [38]. The switch between magnetic and reflectometry based controllers was tested in discharges #27213 and #27214. The top left plot of Fig. 16 shows the time traces of the position controller target trajectory (black curve) and of the magnetic (green) and reflectometric (red) separatrix positions of discharge #27214. During this discharge, the radial position control was switched from magnetic to reflectometry input measurements during two separate time intervals: 1.5-2.8s and 3.5-5s (shaded periods). These intervals correspond to L-mode and ELMy H-mode phases, respectively. The controller, whose settings were still adjusted for the standard magnetic control, was able to actuate the coils so that the outer plasma radial position closely followed the control reference trajectory during the two different plasma regimes. In the second demonstration discharge, #27372 (right plots of Fig. 16), performed using the reflectometry based controller throughout L and Hmode

The L-Mode is a lower confinement, ELM free, plasma regime.
Fig. 16. Time traces of the position controller target trajectory and of the magnetic and reflectometric separatrix positions (reflectometry based control was performed during the shaded periods) in demonstration discharges #27214 and #27372. (From [38])

phases (between $t = 1.5$ s and $t = 5.5$ s) without interruptions, the scaling used to infer the separatrix position was changed online at a pre-programmed time. As there are no reliable RT regime identification signals that could be used online, this instant was chosen to roughly coincide with the expected L-H transition. The controller coped with all the transitions between the two input sources, magnetic and reflectometric, always maintaining the controlled position close to the programmed trajectories. Taking into account that, in these first feedback control experiments, the controller settings were still adjusted for the standard magnetic control, the obtained results are a clear evidence of the reflectometry based approach robustness.

Presently, work is underway to improve the performance of this control approach. The dynamics of the density based position estimates and of the indirect physical interaction between the controllable confining magnetic field and the observable density evolution are being incorporated into the controller’s transfer function. The HFS density profile measurements and separatrix position estimates, not used in this demonstration, will be used in the near future either in a more sophisticated position control scheme or for shape control (AUG shape controller uses both Rin and Rout separatrix position input signals - see Fig. 9).

V. Conclusion

With the demonstration of this novel control method, we proved, for the first time, that microwave radar diagnostic techniques can be used as an alternative to standard magnetic measurements for plasma position control. With this new method, we are actively contributing to the increase of the high availability and reliability levels required for the operation of ITER, helping to pave the way towards the realization of future fusion power plants.

The relevance of this demonstration to the international efforts to built ITER is evidenced by the priority support granted to the project by the European Fusion Development Agreement (EFDA)\textsuperscript{17} and by the award of the contract\textsuperscript{18} for the design of the ITER Plasma Position Reflectometer to a consortium led by the Portuguese IPFN/IST team, in the frame of an international call launched by Fusion for Energy (F4E).
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