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CYBERJUSTICE, ARTIFICIAL INTELLIGENCE AND THE DUE PROCESS OF LAW 

Paula Meira Lourenc;o1 

Summary: 1. Introduction - 2. The need for Cyberjustice - 3. Art ificial Intelligence and ethical principles - 3.1. The prin­
ciples of the "European Ethica l Charter on the use of artificial intelligence in judicial systems and their environment" of the 
CEPEJ - 3.2. The ethical pri nciples of the "Global Code of Digital En forcement" of the UIHJ - 4. Important lessons learnt 
with the Covid-19 pandemic - 5. Conclusion2 

1. Introduction 

When using the term "Cyberjustice" I refer to the 
improvement of the performance and effi ciency of 
the jud icia l systems and the alternative dispute resolu­
tion (ADR) by usi ng information and communication 
technologies (ICTs) . As it groups together all the situa­
tions in which the application of ICTs forms part of a 
dispu te resolution process, whether in or out of court, 
"Cyberjustice" is used in preference to "e-justice" as 
implies that the use of information technology (IT) is a 
means of applying justice in the digital world)3• 

Artificial intelligence (Al) is considered as a term for 
a collection of concepts that allow computer systems 

1 Professor at the University of Lisbon School of Law 
in Private Law and Civil Procedural Law. Member 
of the Board of Directors of Autoridade Nacional de 
Comunicac_;oes - ANACOM (National Regulatory Authori ty 
for Communications of Portugal). Member of the Lisbon 
Centre for Research in Private Law (CI DP) of the University 
of Lisbon School of Law. Member of the Scientific Counci l 
of the Union In ternationa le des Huissiers de Justice (U IHJ). 
2 Th is article partially draws on my previous texts: PAULA 
M EIRA LOU RENC::O, ,,Cyberjustice", in 23rd International 
Congress of the In ternational Association of Enforcement 
Agents (UIHJ), Bangkok.1 st-4th may 2018, UIHJ Publishing, 
Paris, 2018, 427 - 435; and "Cyberjustice and the need 
of a responsible use of artificial intelligence, based on the 
respect of fundamental rights and ethical princi ples", in 
Cyberjustice, New Opportunities for the Judicial Officer -
XXIV International Congress of the International Union of 
Judicial Officers (U IHJ), Duba i, 22 nd-25th November 2021, 
Editions Bruylant, Bruxelles, 2021, 199-204. 
3 PAULA MEIRA LOURENC::O, "Cyberjustice", in 23rd 
International Congress of the In ternational Association of 
Enforcement Agents (UIHJ), Bangkok. 1st-4th may 2018, 
UIHJ Publishing, Paris, 2018, 427. See Guidelines on how 
to drive changes towards cyberjustice (CEPEJ(2016)13 
prepared by the CEPEJ-GT-QUAL from the preparatory 
work of Harold EPINEUSE (scientific expert, France). 
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to work like the human brain, regarding its neural 
network, but using a mathematica l system that can 
analyze a huge amount of data, pi npoint patterns and 
even predict decisions regarding the same issues. No 
wonder Al is one of the most important tools of Cy­
berj ustice4

• 

Th is essay briefly aims to justify the need for Cy­
berjustice and Al regarding the judicial system, espe­
cia lly facing the challenges brought by the worldwide 
impact of the Covid-1 9 pandemic, as they can have 
the effect of lightening the load on judges, prosecut­
ors, registrars, lawyers, enforcement agents, judicial 
officers and auxiliary staff, by freeing them from the 
drudgery of highly repetitive tasks (or tasks with litt le 
intellectual stimu lus) and by reassigning them to tasks 
which cannot be performed by machines, which ca ll 
for the kind of human intell igence and sensitivity that 
are the essence of justice. And it 's impossible to have 
justice w ithout fa irness, which can only be fe lt by hu­
mans (as fa r as we know until now). 

Moreover, when facing the same instrumental cir­
cunstances, Al can increase material justice by indi­
cating the judges the same materi al basis to create a 
fa ir decision, allowing the parties to trust that they ' re 
treated with fairness (predictive justice as an instru­
ment to a more consistent and unbiased application 
of the law, ensuring that unpredictable or unequal ap­
plication of the law may become a thing of the past, 
when unconscious biases and external, irrelevant in­
fluences, are removed from the calculus of trial out-

4 PAULA MEIRA LOUREN C::O, "Cyberjusti ce and the need 
of a responsible use of artificial in tel ligence, based on the 
respect of fundamental rights and ethica l principles", in 
Cyberjust ice, New Opportunities for the Judicial Officer -
XXIV International Congress of the International Un ion of 
Judicial Officers (U IHJ), Dubai, 22 nd-25 th November 2021, 
Editions Bruylant, Bruxelles, 2021, 199-204. 
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comes). All these technological advances must be 
used for the benefit of justice, of a fair tri al in due 
time - due process of law5

• 

2. The need for Cyberjustice 

Cyberjustice6 represents a significant advance in 
the field of the d ispute resolution process and in re­
cent years all Council of Europe member States7 have 
deployed IT tools with a view to improving the per­
formance and efficiency of their judicial systems. The 
introduction of digital tools was regarded in itself as a 
means of modernizing justice and IT was taking into 
consideration by the European Commission for the Ef­
ficiency of Justice (CEPEJ) as an item when evaluating 
the efficiency and quali ty of justice in the European 

5 On the relevance of Cyberjustice in the Portuguese civil 
enforcement system, see PAULA MEIRA LOURENC::O, "A 
desjudicia lizac;ao da execuc;ao cfvel em Portugal", co­
authored wi th PAULA COSTA E SILVA, in Execw;ao Civil: 
novas tendencias, Studies in honor of Professor Arruda Alvim 
(Coord inators: Ministro Marco Aurelio Bellizze, Alu isio 
Gonc;a lves de Castro Mendes, Teresa Arruda Alvim, Trfcia 
Navarro Xavier Cabral), Ed itora Foco Jurfdico Ltda, 2022, 
387-425. Regarding the guarantees of the due process of 
law, see also PAULA MEIRA LOUREN C::O, "Processo civil 
executivo portugues a luz da Convenc;ao", in Comentario 
da Convenr;ao Europeia dos Direitos Humanos e dos 
Protocolos Adicionais, Volume II (Coordinator : Paulo Pinto 
Albuquerque), Volume 11 , Universidade Cat6Iica Editora, 
November, 2019, 994-1003. 
6 See PAULA MEIRA LOURENC::O, ,,Cyberjustice", in 23rd 
International Congress of the International Association of 
Enforcement Agents (UIHJ), Bangkok. 1st-4th may 2018, 
UIHJ Publishing, Paris, 2018, 427-435; £-Justice, E-Agent 
d 'execution et la crea tion de la Commission pour I ' Efficacite 
des Executions: la reforme j uridique de 2008 au Portugal, 
20" Congres Union In ternational des Huiss iers de Justice. 
Marseille. 7-12 sep tembre 2009, UIHJ Publishing, Paris, 
201 5, 261-270; The Portuguese system of control over the 
profession of enforcement agent, in compliance with criteria 
defined by the European Commiss ion for the Efficiency of 
Justice, in Efficiency of enforcement proceedings of court 
j udgments and acts of other official authorities, Publications 
of the International Scientific Conference, June 8-11 2011 , 
Kazan, Federal University, 2011 , 291-306; Les nouveautes 
legislatives du Decret-loi n.0 226/2008, du 20 Novembre: le 
renforcement du role de /'agent d 'execution portugais et la 
creation de la Commiss ion Pour I ' Efficacite des Executions, 
Liber Amicorum, Editions Juridiques et Techniques, Pari s, 
2009, 285-293; L ' Execution forcee des obligations 
pecuniaires au Portugal: situation actuelle et proj et de 
reformes, Nouveaux droits dans un nouvel espace europeen 
de justice - Le droit p rocessuel et le droit de I ' execution , 
Editions Juridiqu es et Techn iques, Paris, 2002, 267-274. 
7 Nowadays 47 member States. 
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judicial systems8 and as the main topic of thematic 
reports9

• 

Cyberjustice involves several too ls, such as (i) ac­
cess to justice10

, (ii) communication between courts 

8 The CEPEJ' s Working Group on the evaluation of judicial 
systems (CEPEJ-GT-EVAL) oversees the management of this 
process. In order to facil itate the process of collecting and 
processing judicial data, an online electronic version of the 
Scheme has been created and each national correspondent 
can access to a secu red webpage to register and to submit 
the relevant replies to the Secretariat of the CE PEJ (so, the 
CEPEJ also uses an IT in its framework) . The 2020 edition of 
the report uses the 2018 data. 
9 See the important Roadmap of the Working group 
on Cyberjustice for 2021 or "European judicial systems, 
efficiency and quality of justice: thematic report - use of 
information technology in courts in Europe", CEPEJ Studies 
No. 24, 2016 edition (2014 data). 
10 Samples of access-to-justi ce tools deployed in Europe: 
Austria (COURT PUB - Online publication of decisions 
(commercial courts) and single-window commercia l 
information service) ; France Uustice.fr - Dynamic 
Information portal for litigants enabling them in particular 
to identify the court responsible and download the relevant 
referral forms; Sagace - Administrative service enabling the 
litigant to consult summary information on his/her legal case; 
Consultation Avocats - National platform for consulting 
a lawyer (by appointment, by telephone or email) whose 
services are then covered by a fees agreement; JuriCA and 
JuriNET - Case law database of the appeal courts in civil and 
commercial cases UuriCA) and the Court of Cassation in all 
cases UuriNET); Medicys - Online mediation platform for 
consumer disputes provided by the Chambre Nationale des 
Huissiers de Justice de France) ; Netherlands (Rechtwijzer 
- Conciliation and mediation platform in advance of all 
proceedings concerning disputes involving human relations); 
Portugal (Citius: online civil court plataform to acccess to 
justice and to dispute settlement procedures; SITAF: online 
administrative court plataform to acccess to justice and to 
dispute settlement procedures); SISME: working online 
platform of the En forcement Agents, which communicates 
with the Citius platform so that all activity can be available 
at the court procedure, such as the on line se izures of 
propreties, cars, stock exchange shares, etc ... ); Spain 
(Redabogacia - ,,One-stop-shop" for fi ling an application 
for legal aid via a physica l reception desk and online 
access) . Council of Europe countries - European Court of 
Human Rights (HU0OC - Access to all of the Court's case 
law via an advanced search engine); Council of Europe 
countries - European Court of Human Rights (Webcasts 
of hearings - broadcasting of the Court's hearings on the 
Internet and provision of case data in several languages); 
EU countries (e-Justice Portal - information portal on 
European legal systems (judicial systems and professions, 
European case law) with a single identification number for 
court decisions in Europe); EU countries: Portal for the 
online resolution of consumer disputes - platform to 
enable communication belween parti es to a cross-border 
consumer dispute in Eu rope); United Kingdom (Make a 



and with professionals (tools to improve the flow and 
security of communications between professionals), 
(iii) tools for communication between courts and pro­
fessionals, (iv) assistance for the judge, prosecutor and 
register, and (v) court admi nistration. 

From all these tools I would like to emphasize the 
access to justice, understood here in a broad sense, 
as it includes both ways of accessing the law (online 
information on one's rights, publication of case law) 
and access to dispute settlement procedures (online 
granting of lega l aid, referral to a court or mediation 
service; use of videoconferencing; websites designed 
for the online settlement of disputes). 

First, I would li ke to underline the importance of 
paperless communication with court users regarding 
their cases, consisting in services for referring a matter 
to a court directly on line, mai nly designed for pro­
ceedings not requiring compulsory representation. 
These services spare the ci tizen the trouble of sen­
ding documents in paper form (through the post or 
delivering them by hand to the court registry). Under 
this approach, the information systems enable citizens 
(whether or not assisted by a lawyer), to receive no­
tifications concerning their cases in paperless form by 
means of SMS alerts or email, inviting them to visit a 
secure online account and/or contact their lawyer. 

In some European countries there are paperless 
systems for delivering notices to attend hearings and 
for confirming the litigant's intention to attend by a 
message sent to his/her te lephone a few days befo­
rehand, thereby permitting a significant increase in 
court appearance rates for both sides in proceedings 
and, as a consequence, a lower proportion of hearings 
postponed. Other countries make the court's decision 
on the case avai lable to the parties w ithin their secure 
personal space, fo llowed by information on the legal 
remedies available (whether on line, or not) to challen­
ge it or have it enforced. 

Regarding the websites designed for the online set­
tlement of disputes civil cases, they are generally used 
to dea l with small cla ims (consumer disputes) or speci­
fic proceedings involving payment orders, but they are 
also developing in the area of fami ly disputes (d ivorce 
proceedings). 

The benefits are clear: (i) easier provision of infor­
mation to litigants at all levels; (ii) reduction in wai­
ting times at "physical" court reception desks or some 
journeys rendered unnecessary; (iii) online settlement 
of some disputes before bringing proceedings in order 
to relieve the courts of simple cases. 

The IT tools are supported by Technology, such as 
(i) technologies used for direct assistance to judges, 

plea - service fo r pleading guilty on line to traffic offences, 
th us avoiding the need for the citizen to travel to the court 
when the offence is not disputed and enabling a court 
decision to be obtained within a shorter timeframe). 
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prosecutors and court clerks (infrastructures, equi­
pment and office software's; centralized databases 
for decision support; centralized legislative database; 
computerized national record centralizing all civil de­
cisions; writing assistance tools; voice dictating tools; 
access to an intranet in the jurisd iction (broadcasting 
of national or loca l news); possibility of online training 
(e-learning) for judges, prosecutors and court clerks; 
(i i) technologies used for administration of the courts 
and case management (case management system; 
computerized registries managed by courts; statistics 
tools to measure courts activity; business in telligence 
tools based on the statistical tools been developed; 
use of the statistica l activity data of courts to allocate 
them human and fi nancial resources) ; budgetary and 
financia l monitoring (budgetary and financial manage­
ment systems of courts; measurement tools to assess 
the workload of judges, prosecutors and court cle rks); 
(i ii) technologies used for communication between 
courts, professionals and court users: use of informa­
tion technologies to improve the qua lity of the servi­
ce provided to the court users (technologies directly 
accessible to courts users without having recourse to 
a professional: general-interest information websites; 
the possibility to submit a case to courts by electronic 
means; the possibi lity to request for granti ng legal aid 
by electronic means; to monitor the stages of an on­
line judicial proceeding); use of information techno­
logies for improving the efficiency of the judicia l sys­
tem functioning (electronic communication between 
courts, lawyers and court users); a device for electro­
nic signatures of documents between courts, users 
and/or professionals; videoconferencing between 
courts, professionals and users; recording of hearings 
or debates; admissibility of electronic evidences; (iv) 

other aspects re lated to information technologies: or­
ganization of the information system governance used 
by courts (strategic governance of the judicia l system); 
device of detection and promotion of innovations re­
garding IT; security of courts information system; pro­
tection of personal data 11

• 

11 Regarding the importance of IT tools in the activity of 
the enforcement agents in Portugal see PAULA MEIRA 
LOUREN<;:O, E-Justice, E-Agent d · execution et la creation 
de la Commission pour I ' Efficacite des Executions: la 
reforme juridique de 2008 au Portugal, 20" Congres Union 
International des Huissiers de Justice. Marseille. 7-12 
septembre 2009, UIHJ Publishing, Paris, 2015, 261-270; 
The Portuguese system of control over the profession of 
enforcement agent, in compliance with criteria defined by 
the European Commission for the Efficiency of Justice, in 
Efficiency of enforcement proceedings of court judgments 
and acts of other official authorities, Publications of the 
International Scientific Conference, June 8-11 201 1, 
Kazan, Federal University, 2011 , 291-306; Les nouveautes 
legis latives du Decret-loi n.0 226/2008, du 20 Novembre: le 
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3. Artificial Intelligence and ethical principles 

The use of the tecnhology of Al is lightening the 
load on judicial professionals, by freeing them from 
repetitive tasks and reassigning them to tasks which 
call fo r the kind of human intelligence and sensitivity 
that are the core of a fa ir trial, and increases justice 
between smiliar cases, as it will indicate the judges the 
same proofs and materials in order to a fair decision, 
allowing the parties to trust that they are treated w ith 
fairness, as there is a more consistent and unbiased 
application of the law provided by predictive justice. 

Predictive justice is a descriptive nomenclature for 
the application of Al using machine learning to com­
plete tasks presently addressed by legal professionals. 
Machine learning involves the development of algo­
rithms capable of sifting through enormous databases 
seeking data points relevant to general questions of 
jurisprudence, application of relevant law as well as 
legal research and analys is12• 

I believe predictive justice al lows the judicia l 
branch to function with greater transparency, as it re­
duces legal uncerta inty and the feeli ng of unfa irness, 
ensuring that unpredictable or unequal application of 
the law become outdated, as unconscious biases and 
external, irrelevant influences, are removed from the 
calculus of trial outcomes 13. 

But how is that even possible? The long hours spent 
digging into jurisprudence are over: new technology 
offers dedicated legal search engines, and their algo­
rithms allow researching and adapting to the user by 
learning from their research, by transform ing juris­
prudence into data. Some companies offer a statisti ­
ca l analysis that can be used by lawyers to assess the 
likelihood of success in a particular case, to determine 
the range of compensation awarded in similar cases in 
the past, or even to adapt their strategy by using argu­
ments that are known to be convi ncing. For this rea­
son, these tools aim to reduce legal uncertainty. This 
technology promises to put an end to justice that was 

renforcement du role de /'agent d'execution portugais et la 
creation de la Commission Pour I ' Efficacite des Executions, 
Uber Amicorum, Editions Juridiques et Techniques, Paris, 
2009, 285-293; L 'Execution forcee des obligations 
pecuniaires au Portugal: situation actuelle et projet de 
reformes, Nouveaux droits dans un nouvel espace europeen 
de j ustice - Le c/roit processuel et le droit de I ' execution, 
Editions Juridiques et Techniques, Paris, 2002, 267-274. 
12 Natural language processing (NLP) is a subfield of Al 
regarding the interactions between computers and human 
language, especially on how to get computers to process 
and analyze huge amounts of natural language data . 
13 See SUE COLLINS, Predictive justice, in 23rd International 
Congress of the International Association of Enforcement 
Agents (UIHJ}, Bangkok. 1st-4th may 2018, UIHJ Publ ishing, 
Paris, 10-17. 
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unpredictable and random to move towards some­
thing a bit more logical, scientific and a little more 
controllable. 

But predictive justice can go beyond identifying 
the applicable statutory and common law basis for 
a claim. It can analyses the particu lar fact scenario 
presented by a client and will then va luate the cla im 
and pred ict the likelihood of success in a suggested 
ju risdiction. In doing that, predictive justice will also 
assist legal counsel in identifying and framing a cause 
of action. 

Additionally, a judiciary effectively using predictive 
justice wi ll lead to a more efficient use of judicial as­
sets, so courts can expect a reduction in overloaded 
dockets and a corresponding reduction in public and 
private costs of litigation, because well refi ned algori­
thms might reach the same concl usion or resolution 
that a judge or mediator might achieve, but sooner, 
saving time and money. 

Predictive justice has taken on di fferent forms 
around the world . In the United States and the Uni­
ted Kingdom, predicti ve justice has been use in the 
criminal justice for ri sk analysis of offender recidivism 
(e.g. to establish the terms and conditions of commu­
nity based supervision for probation and parole). And 
it is also likely to see increasi ng use in the civil area. 
In France, there is no question now of implement ing 
these kind of tools into criminal law, but start-ups are 
offering solutions to anticipate the chances of success 
of a case and the amounts of compensation in civi l 
proceedings. And in Portugal Al is being introduced 
by some public administrative entities (that began 
using mathematical systems in order to ana lyze a 
huge amount of data, pinpoint patterns and underl ine 
trends in order to a more efficient supervision of cer­
tain economic sectors) 14 and was recently announced 
by Portuguese Minister of Justice as a relevant tool to 
introduced in the Portuguese administrative and tax 
courts 15 • 

In all of these cases there shou ld be concern over 
due process and procedural fairness. In order to pre­
vent predictive justice from compromise the judge's 
independence and freedom, the Al tools regarding 
predictive justice must be designed to facilitate the 
judge ' s work, and not as a constraint (that can ha­
ppen if he feels a pressure to do the same, or feel re­
lieved of the responsibility of having to take a personal 

14 Autoridade Nacional de Comunica~6es - ANACOM (National 
Regulatory Authority for Communications of Portugal) is 
one of the public entities that is testing the use of Al on the 
proceedings regarding the treatment of consumer's claims 
(because of the huge amount of data), risk based supervision 
and sancionatory law. 
IS See RITA FILIPA GU ERRA, " lntel igencia Artificial ao 
servir,;o da Justir,;a", 01.09.2022, 1-5 (not published; by 
special permission of the author). 



decision by following the majori ty of the other judges' 
decisions) . In other words: the judge must remain in 
control of the procedure at all levels and the procedu­
ral fai rness and adversarial debate must be respected. 

Nevertheless, having machines and algorithms wor­
king for human beings have many risks. I would like to 
point two of them: machines are capable of generat­
ing misinformation at a massive scale (as they don ' t 
distinguished what's real onl ine and what's fa ke) and 
computer information can be bias (e .g. against wom­
en or racist) as some neural networks learn from mas­
sive amounts of information on the internet, and that 
information was created by people16

• 

In order to prevent that to happen, Al and predic­
tive justice must be subordinated to human sensibi­
lity, to the due process of law, le droit a un proces 
equitable, and of course, ally to its main economic ad­
vantagens, which are saving resou rces and generating 
efficiency savings, increasi ng the important economic 
development of countries 17• 

If we want to have economic sustai nable countries 
and a fair justice, based on Al and predictive justice, 
the systems must deve lop a responsible use of these 
tools, based on the respect of fundamental rights and 
ethical principles, which are essential in any State ba­
sed on the Rule of Law. 

3.1. The principles of the "European Ethical 
Charter on the use of artificial intelligence in 
judicial systems and their environment" of the 
CEPEJ 

In 2018 the CEPEJ approved the "European Ethica l 
Charter on the use of artificial intelligence in judicial 
systems and their envi ronment", the first European 
instrument aimed at legal professionals, public actors 
(responsible for designing and deploying Al tools and 
services in this field, public decision-makers in charge 
of the legislative or regulatory framework and the de­
velopment, audit or use of such tools and services), as 
well as at private companies. 

This Charter sets out five substantial and methodo­
logical principles that apply to the automated proces­
sing of judicial decisions and data, based on A l techni­
ques, which remind us that in jud icial systems A l tools 
and services is intended to improve the efficiency and 
quality of justice. But that goa l must be achieved res-

16 SHIRA OVI DE, A.I. Is Not What You Think, in The New 
York Times, On Tech, 15.03.202 1; CADE M ETZ, Who Is 
Making Sure the A.I. Machines Aren't Racist?, in The New 
York Times, On Tech, 15.03.202 1. 
17 PAULA MEIRA LOUREN C::O, Cyberjustice, in 23rd 
International Congress of the In ternational Association of 
Enforcement Agents (UIHJ), Bangkok. 1st-4th may 2018, 
UIHJ Publishing, Paris, 2018, 435. 
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pecting the fundamental rights of individuals as set out 
in the European Convention on Human Rights (ECHR) 
and Council of Europe Convention N.Q 108 on the 
Protection of Personal Data, as well as the other fun­
damental principles set out in the Charter'8 • 

The five substantial and methodologica l principles 
of this European Ethical Charter are: 

(i) The principle of respect for human rights, 
which is fundamental as it aims to ensure, from 
the conception to the practical application; 

(ii) The principle of non-discrimination - due to 
the abi lity of certain processing operations to 
reveal existing discrimination by aggregating or 
class ifying data relating to persons or groups of 
persons; 

(iii) The principle of quality and security is clearly 
stated - it should be possible to process data by 
automatic learning based on certified originals 
and the integrity of this data should be guaran­
teed at all stages of processing. The creation of 
multidisciplinary teams, composed of judges, 
social scientists and computer researchers, is 
strongly recommended, both at the drafting 
and steering stage and in the application of the 
proposed solutions; 

(iv) The principle of transparency, impartiality, and 
fai rness - the methodologies and techniques 
used in the processing of judicial decisions is 
also of great importance. The emphasis here is 
on the accessibility and understand ing of data 
processing techniques, as well as on the pos­
sibility for authoriti es or independent experts 
to carry out external audits; 

(v) The principle "under user control" - the need 
to make the user an enlightened agent and to 
fee l in charge of thei r choices is stressed. In 
particular, the judge, the judicial officer, the 
enforcement agent should be able to return at 
any time to the decisions and data that have 
been used to produce a result and continue to 
have the possibility of departing from it, tak­
ing into account the specificities of the case 
in question. Each user should be informed, 
in clear and understandable language, of the 
binding or non-binding nature of the solutions 
proposed by Al instruments, the various possi­
ble options and his or her right to legal advice. 

18 Additiona lly the CEPEJ has fo rmed the Working Group 
on Cyberjusti ce and Artificial Intelligence (CEPEJ-GT­
CYBERJ UST) entrusted with the task of "developing tools 
with a view to offering a framework and guarantees to 
member States and legal professionals w ishing to create or 
use In formation and Communica tion Technologies and/or 
artificial intelligence mechanisms in judicia l systems in order 
to improve the efficiency and quality of justice". 
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3.2. The ethical principles of the "Global Code 
of Digital Enforcement" of the UIHJ 

In 202 1 the "Global Code of Digital Enforcement'' 
of the Union Internationale des Huiss iers de Justice 
(UIHJ) was approved and the first principle stated is 
the respect for the fundamental human rights of each 
national law 19

. 

Regard ing the eth ica l principles of digital use, this 
Code establishes that national law which provides 
for the use of digita l in the enforcement of warrants 
should organise compliance with the ethical principles 
recognised by in ternati onal conventions and charters: 
(i) respect for human dignity; (ii) non-discrimination, 
equity and solidarity; (i ii) transparency and predicta­
bili ty; (iv) trust; (v) technological neutrality; (vi) quality 
and safety; (vii) respect for personal data and privacy; 
(viii) social responsibility of developers20 . 

I would like to underline the fo llowing five ethical 
principles, when using Al tools and services: 

(i) Respect for human dignity is essential in all 
electronic structures that are related to human 
beings; to consider the reasonable needs and 
expectations of individuals and leave them de­
cision-making autonomy; 

(ii) Non-discrimination, fa irness and solidari ty, as 
a pillar of every State that respects the Rule of 
Law, ensures that none is discriminated on the 
basis of illega l or illegitimate criteri a, and that 
all people have equal access to the benefits 
and advantages of Al; 

(iii) Trust is need when dealing with algorithms; ev­
eryone should be able to correct them when­
ever necessary, and public entities should im­
plement a cert ification process to ensure the 
ethical compliance of Al systems; 

(iv) Quality and safety of the data; 
(v) Respect for personal data and privacy, to pro­

tect all people from the ri sks of surveillance or 
intrusion into their privacy; inte lligent systems 
must guarantee the confidential ity of data and 
the anonymisati on of personal profiles. 

4. Important lessons learnt with the Covid-19 
pandemic 

No one could predict that Cyberjustice would be in 
the centre of the worldwide impact of the Covid-1 9 
pandemic regarding justice. In the countries where 
Cyberjustice tools were al ready functioning, it has 

19 See article 1 (Respect for fundamental human rights) of the 
UIHJ's "Global Code of Digital Enforcement" (https://www. 
uihj.com/downloads-2/global-code-of-enforcement/) . 
20 See article 2 (Respect for the ethical principles of digital 
use) of the UIHJ's "G lobal Code of Digital Enforcement". 
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emphasized the importance of IT tools for the acti­
vity of the justice professionals, and the governments 
and parliaments had to approve emergency legislation 
to enable even more effective online communication 
between courts and stakeholders. In the systems de­
pending on paper, the Covid-19 was the accelerator 
effect towards the digitization of their justice pro­
grams, mainly when the population was requested to 
stay at home and the expansion home working. 

And while we are still suffering the impact of the 
Covid-19, I find it very useful to reflect on some 
aspects which I find particular relevant, such as the 
main lessons learnt and challenges faced by the judi­
ciary during and after the pandemic and the use of Al 
along with the ethical principles that should be taken 
into consideration. 

In June 2020 the CEPEJ presented the seven main 
lessons ("principles") learnt and the challenges faced 
by the judiciary during and after the pandemic: (i) 
human rights and Rule of Law have to be protected at 
all times; (ii) access to justice must be maintained as 
much as possible, including providing access to justice 
by alternative means (such as on line services or streng­
thening access to information through court websites, 
phone, email, etc.) .; (ii i) safety of persons is essential 
(justice professionals, as well as of the users in courts); 
(iv) monitoring case flow, quality and performance 
(court presidents, judges and authoriti es responsible 
for court management should continue to monitor 
and manage cases according to their responsibilities, 
even remotely); (v) Cyberjustice (IT-tools offer the 
opportunity for the public service of justice to conti­
nue functioning during the pandemic); (vi) training is 
fundamental for the effective management of a hea l­
th crisis, and training should adapt to the emerging 
needs, including the use of IT; (vii) forward looking 
justice (the COVID-19 was an occasion to introduce 
emergency innovative practices that should continue 
to evolve)21. 

In my opinion the following four principles are the 
core of Cyberjustice as an IT-solution of the due pro­
cess of law: 

(i) Human rights and Rule of Law always must be 
protected (the right to liberty and securi ty and 
the right to a fa ir trial - articles 5 and 6 of the 
ECHR). Any reaction to a crisis (even a pan­
demic such as Covid-19) must be strictly based 
on the principles of the Rule of Law and must 
respect and protect human rights. Emergency 
measures must respect the principles of lega li­
ty, lega l certainty and proportionality and need 
to be constantly re-evaluated (princi ple 1 ); 

2 1 See the Declaration on lessons learnt and Challenges faced 
by the judiciary during and after the Covid-19 Pandemic 
adopted on 10 June 2020. 



(ii) Access to Justice is a fundamental principle 
of the Ru le of Law. As locking down courts is 
a limi tation of the access to justi ce, although 
necessary to protect the health and safety of 
justice professionals and court users, must al­
ways be done in a careful and proportionate 
manner. And it wou ld always be preferable to 
ensure court functioning remotely (e-courts), 
by using digital tools (principle 2); 

(iii) Cyberjustice - IT-solutions, such as online ser­
vices, remote hearings, and videoconferences, 
as well as future development of digital justice 
must always respect fundamental rights and 
principles of a fa ir trial (principle 5); 

(iv) Forward looking justice - the COVI D-19 
pandemic introduces emergency innovative 
practices. Some aspects of trad itional court 
functioning should be reconsidered, such as 
the level of use of new technologies, and to 
increased recourse to ADR. The digital fu­
ture of the judiciary should always respect the 
fundamental rights guaranteed in the ECHR, 
mainly the right to a fair trial. It would also 
be appropriate to maintain the necessary dia­
logue between all actors in the justice system 
and to take advantage of the new relations cre­
ated between judges, prosecutors, court staff, 
lawyers, enforcement agents, notaries, media­
tors and experts at the time of the health crisis 
(principle 7). 

Any ki nd of reaction to a crisis such as Covid-19 
must be strictly based on the principles of the Rule of 
Law and respect and protect human rights. Any emer­
gency measures introduced must have a fixed end 
date and judicial review must be possible in due time. 

During the Covid-19 pandemic the Portuguese court 
civil procedure justice system and other ADR systems 
were able to deliver justice using Cyberjustice' s tools 
and Al, bearing in mind the respect of fundamental 
rights and ethical principles, which are essentia l in a 
State based on the Rule of Law. 

And recently the Portuguese Minister of Justice an­
nounced the introduction of Al tools in other areas of 
the justice system, and to grant justice in a reasonable 
time, within the respect of the due process of law gua­
rantees ' , especially in the Portuguese administrative 
and tax courts22 • 

22 See RITA FILIPA GUERRA, " ln teligencia Artificial ao 
servi c;:o da Justi c:;a", 01.09.2022, 1-5 (not published; by 
special permission of the author). 
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5. Conclusion 

I believe it ' s time to start developing information 
systems ca pable of improving the quality of the servi­
ce provided by justice (mainly the courts' justice). To 
achieve that here are some clues. 

First, it ' s mandatory to set clear objectives linked to 
promoting the va lues of a fair dispute resolution pro­
cess (either in or out of the court), and the proposed 
technica l solutions shou ld be harnessed for the purpo­
ses of the justice system and to the task of improving 
its quality, at every stage of the project. This means 
that Cyberjustice should be judicial-driven (not tech­
nology-driven), which implies that organizations must 
be able to set modernization objectives (free from any 
concerns related to the IT itself) . This is an essential 
condition for the success of any project, without whi­
ch there is a risk that it will fail to serve the interests 
either of those who use the dispute resolution proces­
ses (i n or out of the courts) and of those who work in 
them. 

Second of all, appropriate resources should be 
al located commensurate with the projects' goals, in­
volvi ng future users in the development of the tools 
throughout the life of the project and develop a de­
ployment policy involving all the stakeholders - going 
from a project management culture to a hands-on ap­
proach to innovation . 

This means the adoption of a si ngle, simple, clearly 
defined system of governance that makes it possible 
to separate the management of the project from the 
rest of the administration. Creating "temporary" struc­
tures in the form of a project team that incorporates 
both " business" and "IT" functions in a single unit is 
a practical way of ensuring better control over dead­
lines and, at the same time, an effective and speedy 
response. 

On one hand, it is essential that the project team 
have some flexibility in the running of the project, so 
that they can have fast and easy recourse to ad hoc 
solutions and operations which could have knock-on 
effects on the project cost and schedule. 

On the other hand, effective management 
by the same entity throughout the life of the system 
should allow on-going monitoring of the specific re­
sources expended and make it easier to obtain feed­
back. 

Finally, at every stage of an innovation project, in­
dependent experts and researchers from a wide ran­
ge of disciplines can help to ensure successful change 
management, bringing fresh ideas and information 
about the strategy and development of information 
systems in a particular professional environment. This 
is particularly important when it comes to examining 
and learning about implementation problems, disap­
pointments and/or failures in IT projects, making it 
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possible to target future modernization policies more 
effectively, according to fl exible, open co-operation 
arrangements. 

The reflection about Al is an opportuni ty to light­
ening the load on justice professionals, by freeing them 
from highly repetitive tasks and reassigning them to 
intellectual challenges and more complex tasks which 
cannot be performed by machines, which ca ll fo r the 
kind of human intell igence and sensitivity that are the 
essence of justice . 

In order to have fa ir justice based on Al, the justice 
system must develop a responsible use of Al, based 
on the respect of fundamental rights and ethica l prin­
ciples, which are essential in any State based on the 
Rule of Law. 

Cyberjustice and Al is not only about saving re­
sources, generating efficiency savings, and increasing 
the important economic development of countries. 
It ' s also about ensuring a fa ir trial in an reasonable 
time, by allowing greater or easier access to justice, 
speeding the procedures, improving equality of arms, 
increasing the clarity of decisions and the transparen­
cy of the judicia l system - the due process of law, the 
essential decision cri teria of justice in any democratic 
State based on the Rule of Law. 
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